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Online Calibration of a Nyquist-Rate
Analog-to-Digital Converter Using
Output Code-Density Histograms

Udaykiran Eduri and Franco Maloberti, Fellow, IEEE

Abstract—A scheme for the online correction of static nonlin-
earities in a Nyquist-rate analog-to-digital converter (ADC), using
output code-density histograms, is presented. The estimation of the
integral nonlinearity (INL) at each output level, followed by the
creation of a corresponding entry in the look-up table for error
correction, is analytically explained. The suitability of the scheme
for calibrating high-end ADCs has been demonstrated. An extra
ADC and the associated switching and postprocessing DSP cir-
cuitry along with some memory for storing the data to be pro-
cessed, are the overhead in this scheme. An improvement of over
20 dB in the spurious-free dynamic range, from an uncalibrated
value of over 80 dB, has been achieved.

Index Terms—Analog-to-digital converter (ADC), code density,
online calibration, static nonlinearity.

I. INTRODUCTION

ANALOG-TO-DIGITAL converters (ADCs) are the
backbone of mixed-signal systems. With increasing

performance requirements on ADCs, the limitations of IC
fabrication technologies in providing adequately low levels
of signal distortion are becoming more and more apparent.
Calibrations are routinely performed on high-performance
ADCs to ensure the degree of accuracy they are designed for
and to withstand aging of system components. However, with
increasing complexity of ADCs and, consequently, increasing
time and cost of periodic testing and calibration, self-cali-
brating systems capable of online nonlinearity correction are
gaining attention. A scheme for the implementation of such a
self-calibrating ADC system, automatically correcting its static
nonlinearities while it continuously processes real-time input
signals, is the subject of this paper.

The organization of this paper is as follows. Section II
presents the background elements and the definition of the
problem to be solved. The basic idea behind the calibration
scheme as well as the most important bottle-necks to be over-
come are presented in Section III. The detailed analysis of the
procedure followed for calibration is explained in Section IV.
Circuit overhead is estimated in Section V. Simulation results
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Fig. 1. Illustration of the best possible correction.

are presented in Section VI, followed by the conclusion in
Section VII.

II. BACKGROUND

Let us consider a -bit ADC with input dynamic range from
to . Its ideal step size is given by ,

where is the total number of output levels. Ideally,
the probability density function (PDF) of the quantization error
is uniform inside the interval at a value of
and is zero outside it. Let an output level or bin be rep-
resented by , such that . The full set of
available values for is given by

.

A. Correction Based on Estimated INL

An ADC’s static nonlinearities are completely described by
its static input versus output characteristics. Fig. 1 shows the
ideal as well as a typical nonideal static characteristic, while
also illustrating the best possible correction. The line segments

, , and , respectively, represent the ideal, nonideal,
and corrected locations of output level . is the average input
amplitude that corresponds to the nonideal location of . It is
then obvious that the best possible correction is achieved by
shifting the output level to the value of its average input, i.e.,

. The value of the shift, given by the length of the line segment
, is also given by the length of line segment , since

is an isosceles right-angeled triangle. Moreover, since and
are the mid-points respectively of line segments and ,

, where

1057-7122/04$20.00 © 2004 IEEE
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Fig. 2. Ideal and nonideal output histograms for a slow ramp and sinusoidal inputs.

and represent the integral nonlinearity (INL) in least-sig-
nificant-bit (LSB) units, at output levels and , respec-
tively. (Note: offset and gain errors have been included in INL.)
Hence

(1)

Determination of INL at each output level enables such a cor-
rection for all the possible outputs.

B. Offline Calibration Versus Online Calibration

The use of output code density test methods to estimate INL
and correct for it has been well established over the years. Of-
fline calibration methods derive the INL by using specific test
signals (known a priori), like a slow ramp or a full-scale sine
wave [1]–[7]. A large number of samples are collected, and the
output code density is plotted as a histogram. The nonidealities
are estimated by comparing the histogram thus obtained, with a
reference histogram that corresponds to an ideal ADC, as shown
in Fig. 2.

Offline calibration methods, however, suffer from the fol-
lowing drawbacks.

1) The generation of sufficiently precise input analog test
signal becomes more and more difficult with increasing
ADC resolution and quality of calibration. Existing
on-chip implementations of such signal generators are
unreliable, needing expensive off-chip signal generators
and testers.

2) Offline calibration requires the ADC to be taken offline
for calibration regularly enough to compensate for aging
errors, etc., needing expensive test-time budgets as well as
possibly leading to interruptions in data conversion which
may not be tolerable in some applications.

In order to counter long interruptions, several methods for
background calibration were proposed. Traditional correction
techniques can be used if a time-slot for background calibration

is made available. The skip-and-fill algorithm [8] enables an oc-
casional calibration time-slot: the input sample is skipped and is
replaced by a calibration signal. Then the missing output is filled
in through polynomial interpolation. Another approach uses a
queue-based architecture [9] for creating calibration time-slots.
However, since these methods require a calibration signal, the
overall accuracy depends on the one of the calibration signal.
Moreover, the calibration applies to only a section of the con-
verter (like a cell of a pipeline architecture) and normally does
not include the input sample and hold (S/H). Other schemes,
like the one proposed in [10], require the addition of calibration
signals to the input, thus limiting the usable dynamic range of
the data converter. These methods of background calibration are
not truly online and depend heavily on the generation of precise
analog signals.

The drawbacks of offline and background calibrations men-
tioned above are countered well by resorting to online calibra-
tion, which exhibits the following features [11], [12].

1) The ADC is online always; its input is, hence, the
real-time input, eliminating the need for the generation
of precise analog test signals.

2) There is no time lost in testing nor is the data-conversion
process interrupted from time to time for calibration.

C. Relation Between Code-Density Histogram, Amplitude
Distribution, and DNL

For online calibration, however, since no known test signals
are used, it is necessary to develop a scheme for a generic input
signal with an unknown probability distribution of amplitude .

represents the sample density at input amplitude . Then,
from Fig. 1, for a large number of samples on output level , the
output code-density function or histogram is given as

(2)

assuming linear variation of within the small interval
, and with given by
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Fig. 3. Schematic representation of the proposed self-calibrating ADC system
with online error correction.

(1). Defining the normalized amplitude-distribution function
(NADF) as

(3)

(2) reduces to

(4)

where represents the differential nonlinearity (DNL), in
LSB units, at , related to INL by definition as

(5)

The aim is to solve for INL from (4) and (5), using the known
value of INL at some output level as the starting point.

III. CALIBRATION SCHEME

Offline calibration methods rely on the prior knowledge of
the input signal’s NADF , causing (4) to be easily solved by
simply constructing the output histogram. In the case of online
calibration, however, is unknown. Hence, more information
than a single output histogram needs to be generated.

The proposed self-calibrating ADC system is schematically
shown in Fig. 3. Two independent measurements are made on
each input sample—one using the ADC to be calibrated, re-
ferred to as ADC, and the other using an extra ADC (E-ADC).
E-ADC measures the input sample after it is attenuated by a
factor . ADC and E-ADC are both real ADCs exhibiting mono-
tonicity and with no missing codes.

Even before getting into a detailed analysis of this scheme,
the following conclusions can be drawn.

1) The signal path through E-ADC provides the additional
data required to overcome the unknown nature of the
input signal’s NADF, .

2) The resolution of calibration is directly influenced by
the resolution of E-ADC—the higher the resolution of
E-ADC, the better the calibration. However, in practice,
the highest resolution of E-ADC is that of ADC.

3) The introduction of additional analog/mixed-signal
blocks (like attenuator and E-ADC) prone to component
variations, however, further increases the number of
unknown quantities in the self-calibrating system which
are manifested as the uncertainty in the actual value of
and the mismatch between ADC and E-ADC.

Section IV explains in detail the theory and procedure of the
calibration scheme for the case when ADC and E-ADC have
the same nominal resolution and dynamic range. Emphasis is
laid on the techniques used to overcome the practical limita-

tions and bottle-necks created by the introduction of additional
analog/mixed-signal blocks.

IV. CALIBRATION THEORY AND PROCEDURE

A large number of samples are collected at the outputs of
ADC and E-ADC, and their output histograms, and , re-
spectively, constructed. The input NADFs of ADC and E-ADC,

and , respectively, then follow

(6)

Further, from (4), we have

(7)

where and are respectively the DNLs of ADC and
E-ADC, and, from (1), since ADC and E-ADC have the same
ideal step-size

(8)

where and are, respectively, the INLs of ADC and E-ADC.
Without knowing the relationship between and , the INL

of ADC cannot be determined using (6)–(8). Moreover, the ac-
tual value of has some uncertainty added to its designed (de-
sired) value. The procedure involving overcoming these bottle-
necks on the way to determining the INL of ADC is summarized
in the following three conceptual steps:

1) preconditioning the output histograms to effectively
eliminate the mismatch between ADC and E-ADC
(Section IV-A);

2) estimation of ADC’s offset and the actual value of
(Section IV-B);

3) determination of INL after reduction to the case when
E-ADC is effectively matched with ADC (Section IV-C),
followed by the creation of a look-up table (LUT) for
correction.

A. Preconditioning the Histograms—Mismatch Elimination

ADC and E-ADC are affected by different static nonideali-
ties (offset, gain, and INL/DNL errors), leading to an unknown
amount of mismatch between them. Knowledge of this mis-
match is a prerequisite for calibration using the proposed
scheme.

The mismatch information is obtained by changing the value
of in Fig. 3 to unity. This phase with will be referred
to as the mismatch-estimation phase during which, as before, a
large number of samples are collected at the outputs of ADC and
E-ADC and their output histograms, and , respectively,
are constructed.

Let us consider the input interval that
determines the domain of all samples that hit the output level
of ADC. Since both the ADCs are monotonic, the input samples
from the same interval cause hits on a set of consecutive
output levels on E-ADC. Let the first of these consecutive output
levels on E-ADC, for a given output level on ADC, be denoted
by . There are three different possibilities (see Fig. 4):
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Fig. 4. Mapping representing the mismatch. (a) Input NADF, P , with the
interval V = [V ; V ] shaded. (b) Histogram of ADC with output
level a shaded. (c) Shaded region on the histogram of E-ADC corresponding
to output level a on ADC for the case when e = e . (d) Corresponding
shaded region on the histogram of E-ADC for the case when e = e + 1.
(e) Corresponding shaded region on the histogram of E-ADC for the case when
e > e + 1.

1) : output bin of ADC is mapped completely
into one output bin of E-ADC;

2) : output bin of ADC is mapped com-
pletely into two adjacent output bins and of
E-ADC;

3) : output bin of ADC is mapped
completely into more than two consecutive output bins

of E-ADC.
In Fig. 4, let represent the fraction of the th bin from

the beginning of shading to the end of the bin. The task of the
mismatch-estimation phase is to determine the values of output
level on E-ADC and the corresponding fraction for each
output level on ADC. This information is sufficient to com-
pletely characterize the mismatch between ADC and E-ADC.

To determine these values, accumulated histogram functions
and , defined as in (9) for any bins on ADC and on

E-ADC, are constructed as follows:

(9)

Then, for each output level of ADC

(10)

from which the value of can be computed. The corresponding
fraction is given by

(11)

The information required to precondition the original his-
tograms and [defined in (7)] is now available. This pre-
conditioning is done in order to mimic the case when E-ADC
is matched with ADC. The process of preconditioning involves
constructing two new histograms, and , such that

and

(12)

Note that, actually, only one new histogram is constructed; the
histogram of ADC undergoes no pre-conditioning. However,
for the sake of consistency in notation, is used instead of

. Effectively, it can be stated that, if E-ADC were actually
matched with ADC, we would have obtained and as the
original output histograms instead of and .

After pre-conditioning to eliminate mismatch, effectively

(13)

and

(14)

reducing (7) and (8) to

(15)

with given by (1).

B. Estimation of ADC’s Offset and the Actual Value of

Once the mismatch between ADC and E-ADC is removed,
the accuracy of calibration is influenced by the linearity of the
attenuator—the higher the attenuator linearity is, the better the
calibration. In practice, the need is for an attenuator whose lin-
earity is better than the desired linearity (after calibration) of
the self-calibrating ADC system. A simple implementation of
a highly linear attenuator is by using a resistive divider with

. For this value of , the voltage and temperature coef-
ficients of the identical resistors used in the divider effectively
cancel each other, keeping the divider very linear throughout the
dynamic range of operation.

Accurate estimation of the static errors in ADC requires a
precise knowledge of the value of . However, the design of a
precise analog gain stage is difficult. Hence, it is imperative to
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estimate the actual value of (which invariably differs from its
designed value of 0.5) to a high degree of accuracy. Substituting

in (6) and using (15) gives

(16)

where is the output level on to which the offset of ADC
(defined as the output value for zero input) is coded such

that . The approximation is be-
cause of the discrete nature of the argument of the histograms.
A more accurate version of (16) is

(17)

where and are the interpolated versions of and ,
respectively. Hence, the offset value of ADC is needed to esti-
mate the actual value of .

1) Estimation of the Offset Error: To estimate the offset
error, we will use a beautiful property [shown in (19)] exhibited
by the accumulated histograms and defined as

(18)

Irrespective of the value of , if ADC and E-ADC are matched
and of infinite resolution, then

(19)
Defining

(20)

where is any output level, it can be easily seen that, if the reso-
lution of the matched ADCs is infinite, passes through zero
at as shown in Fig. 5. However, in the case of finite resolu-
tion ADCs, a change of sign is observed between and

. In particular, for

(21)

Assuming linear variation of around , the offset value
of ADC is computed as

(22)
2) Elimination of the Contribution of Offset to INL: Until

now, INL has been treated as the total error at each output level.
This included not only the static nonlinearities, but also the
offset error. (It can be shown that the this scheme cannot de-
tect gain error.) If the amplitude axis of the preconditioned his-
tograms is shifted to to create new histograms and

such that

(23)

Fig. 5. The accumulated histograms S and S and their difference �S .

where the relationships between and and their interpo-
lated versions and are given by

(24)

Effectively, under the new coordinates, the histograms mimic
the case when the offset error is zero. With the offset error re-
moved from the total error, INL can now be estimated starting
with

(25)

3) Accurate Value of : Equations (17) and (23) together
give

(26)

However, random local (within each output level) variations of
the input NADF can lead to inaccurate calculations of . A
better evaluation is then provided by averaging out these local
variations. Thus, for higher accuracy we have

(27)

where is a positive integer. should be chosen large enough
for sufficient averaging, but not too large since there is a pos-
sibility of the value of then being corrupted by nonrandom
trends in the variation of input NADF.
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C. Solving After Reduction to the Task of INL Estimation
Using Matched ADCs With Zero Offset

Defining , with assumed to be linearly
interpolated between the values for which it has been origi-
nally defined, it can be shown that

(28)

which, from (1) represents the correction required on output
level . Defining a basis function as

(29)

and using (1), (6), (15), and (28) yields

(30)

Replacing in (30) by and assuming
yields

(31)

It can be shown that

(32)

where is a scale factor, given by using (26) or (27) and (32), as

(33)

From (15) and (32) we have

(34)

Using (1), (5), (28), (29), and (34) along with defining,
and , yields

(35)

If only one of or is known and the other unknown,
and with INL assumed linearly interpolated, it can be shown
that (35) is an implicit equation with only one unknown,
or , as the case may be, and has to be iteratively solved.
However, the solution for most values of is even easier when
one considers the approximation shown in (36), valid at

, maximum magnitude of INL. Equation (36) is an explicit
equation, wherein the quantity on the right-hand side (RHS) is

independent of the quantity on the left-hand side (LHS), letting
the RHS to be directly evaluated. Generally speaking, the higher
the linearity of the uncorrected ADC, the smaller the value of

and the more suitable is (36) for calibaration

(36)

Iteration, using the solution of (36) as the initial guess, may be
needed only when is close to zero, since for a high-end ADC

is typically from less than 1 LSB units to a few LSB units.
Starting from and using (35) and/or (36), the values

of , , and so on can be determined successively, and so
are the values of , , and so on, in that order.

Once the nonidealities have been estimated, the final output,
corrected for both offset error and static nonlinearities, is given
by using (1) and transforming back the coordinates.

(37)

Linear interpolation is applied wherever needed. The analysis
made in this section is valid for most situations and is relatively
independent of the resolution of the ADC, as long as the his-
tograms contain enough hits to provide necessary smoothness to
the amplitude-distribution curve. The assumptions made about
the INL profile, leading to some simplifications, are also valid
in most situations, when there are no missing codes. The odd
exception too only needs simple iterative solutions to estimate
DNL around the offset value. Implementation of (37) for each

generates the required LUT for error correction.

D. Step-Wise Summary of the Calibration Procedure

The online calibration of ADC is constituted by steps 1–7
listed below, which are repeated again and again, in the same
order, for continual error correction. The procedure is diagram-
matically shown in the flowchart of Fig. 6.

1) The mismatch-estimation phase is first run with
(by setting the switch ‘S’ in Fig. 7 to the “Mismatch Es-
timation” position). After constructing and storing output
histograms from a large number of samples, the mapping
between each of the output levels of ADC and the cor-
responding portions of output levels of E-ADC is deter-
mined and the information stored in the memory. (In order
to save on memory space, mismatch-estimation phase is
run first, unlike the order in which the theory has been
presented.)

2) ADC and E-ADC are reconfigured for the nonlinearity-
estimation phase, by setting (by setting the
switch ‘S’ in Fig. 7 to “nonlinearity estimation” position).
Again, output histograms are constructed and stored from
a large number of samples.

3) Based on the information stored in step 1), the histograms
generated in step 2 are modified so as to effectively match
E-ADC with ADC, and stored back.

4) The offset error of ADC is determined, and the origins
of the histograms generated in step 3 are shifted to this
offset value. This completes the task of pre-conditioning
the output histograms.
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Fig. 6. Flow diagram for the calibration procedure.

Fig. 7. Complete calibration scheme.

5) The actual value of the attenuator gain is then accu-
rately determined using the data stored.

6) The INL values are successively determined from the
known value first for and then for

.

7) An LUT is generated and written into the “Correction
Block” (Fig. 7) with an entry for each output level of
ADC, based on its estimated offset error and static non-
linearities.

The duration of the calibration cycle depends on the time
required to generate code-density histograms of sufficient hit-
count as well as the time required to process the collected and
stored data. The higher the quality of the ADC and/or calibration
is, the higher the number of hits required for accurate estimation
of errors, and so, the higher the time required to generate the his-
tograms. The higher the resolution of the ADC, the higher is the
time required to process collected data.

It is generally desired to minimize the duration of a single cal-
ibration cycle in order to minimize aging effects. However, the
test-time (time period of a calibration cycle) during the online
calibration described in this paper is many orders of magnitude
less than the duration between two successive calibration cy-
cles of any practicable offline calibration. Moreover, test-time
in online calibration does not mean an interruption to real-time
data conversion for the duration specified by test time, since the
ADC is never interrupted from its intended activity.

V. CIRCUIT-OVERHEAD ESTIMATION

The overhead circuitry required for the implementation of the
online calibration scheme are mainly the following.

A. An Extra ADC

In this paper, the analysis has been presented for the
case when this extra ADC is nominally identical (allowing
mismatch) to the ADC to be calibrated. However, a lower
resolution ADC may be used instead, thus achieving a coarser
calibration, in applications where it suffices. The calibration
procedure remains essentially the same in this case too, but
the equations used then appear as though the resolution of the
ADC to be calibrated is same as that of the lower resolution
extra ADC.

B. An Analog Attenuator

The best implementation of a linear analog attenuator for
voltage signals is as a voltage divider of nominal attenuation
0.5, implemented using two matched resistors of same value.

C. Counters and Memory

The calibration method presented in this paper is based
on building code-density histograms. This requires counters
to keep count of the number of hits on each output level of
both the ADCs. If the ADCs are -bit and if the maximum
number of hits possible on any output level during a calibration
cycle is such that the hit-count can be accommodated in
bits, then storing the histograms needs a maximum of
bits of storage space for both ADCs. The storage of mismatch
information requires a maximum of bits of space,
where and respectively represent the maximum number
of bits required to store the position of (as the difference
between and ) and the value of for any given (refer
to Section IV-A). In addition, the LUT for error correction
requires bits of storage space for storing error values (max-
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Fig. 8. Histograms before and after matching E-ADC with ADC (taller ones correspond to E-ADC). The smallness of nonidealities is reflected in the difficulty
to discern the differences between the two figures with naked eye.

Fig. 9. ADC’s modeled (actual) and estimated INL.

imum error value size is bits) at each of the output levels. It
all adds up to a storage space requirement of
bits. It is possible to design a good calibration scheme for ADC
resolutions up to 14 b with less than 1 million bits (128 KB)
of storage space.

D. Switches and Associated Control Circuitry
A simple network of switches and associated control cir-

cuitry is needed to switch between mismatch-estimation and
nonlinearity-estimation phases. Their contribution to the circuit
overhead is small.
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Fig. 10. Spectrum of ADC output before and after correction.

E. Digital Signal Processor

Since all the operations performed by the digital signal pro-
cessor (DSP) block are basic arithmetic operations, as can be
observed from the various equations in Section IV, a simple DSP
block capable of doing these operations will suffice.

The major cost of the proposed technique is the silicon area
for the second ADC. Doubling the analog section can be accept-
able in future systems-on-chip where the analog part will be a
small fraction of the entire chip. The required processing asks
for a limited digital part that, possibly, can be incorporated on
the on-board DSP.

VI. SIMULATION RESULTS

MATLAB simulations were performed to validate the
scheme. Both ADC and E-ADC were modeled as 12-b ADCs,
with offset errors of 20 and 22 LSB units, respectively.
Their DNL errors were generated randomly and separately
such that they followed a normal distribution of mean zero and
standard deviation 0.1 LSB units. This resulted in different INL
errors on ADC and E-ADC. More mismatch was introduced
by introducing different ADC gains—0.95 for ADC (gain error
of 5%) and 1.03 for E-ADC (gain error of 3%). The value
of used was 0.494. In each of the mismatch estimation and
nonlinearity estimation phases, a total of 5 10 input samples
were processed, with the input NADF following a normal
distribution of mean zero and standard deviation , where
represents the size of both ADCs’ dynamic ranges, which are
nominally from to . was set to unity.

First, the mismatch-estimation phase (with ) was run,
and the mismatch information stored. Then, during the nonlin-
earity-estimation phase (with ), the histograms
of ADC and E-ADC were plotted and then preconditioned to ef-
fectively eliminate mismatch, using the mismatch information
stored. The histograms before and after matching are shown in
Fig. 8.

The offset of ADC was then calculated to be LSB
units (actual value is LSB units). The histograms were then
shifted to the offset value and was calculated as 0.4940486
(actual value is 0.494), using for averaging. INL at each
output level was then determined successively, starting from the
zeroth level and traveling toward either end of the ADC’s dy-
namic range. The infinite product in (35) was approximated by
the product of the first 25 factors. The INL error modeled into
the ADC and the INL error estimated by this scheme are shown
in Fig. 9. It may be noted that the error in INL estimation is
higher toward the ends of the dynamic range. This is because
of the choice of the input signal NADF modeled in the simu-
lation. Because of fewer number of samples toward the ends
of the dynamic range, the quantization error could not be elimi-
nated up to the desired extent there, leading to higher estimation
error. However, since the input signal was mostly restricted to
the center of the dynamic range in this case, higher error at its
ends would not hurt much. This, intrinsically, is the beauty of
this scheme, whose accuracy is higher where it is required the
most.

An LUT for correction was generated using the estimated
offset and INL. A worst-case performance scenario was simu-
lated by using a test-signal with an amplitude distribution which
has higher hit-count toward the either end of the dynamic range
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than at its center (unlike the amplitude-distribution used to es-
timate the errors). Accordingly, a single-tone sinusoidal input
of amplitude and frequency MHz was fed to
the ADC. The sampling rate of ADC was chosen as 65 Msam-
ples/s. Since the method corrects static limitations only, no fi-
nite speed degradation has been considered. Therefore, the used
sampling frequency just reflects a possible realistic operative
condition. The fast Fourier transform (normalized to 0 dB) of the
ADC’s output using 16384 samples, and applying a Blackman
windowing function, was plotted before and after correction as
shown in Fig. 10. An improvement in the spurious-free dynamic
range (SFDR) of at least 20 dB, over a value of 82 dB for the
uncorrected output, was achieved using this calibration scheme.

VII. CONCLUSION

A scheme for the online calibration of an ADC using output
code-density histograms has been proposed. The suitability of
the scheme for calibrating high-end ADCs has been demon-
strated. The circuit-overhead estimation has been presented in
detail, outlining possible tradeoffs. An improvement in SFDR
by at least 20 dB from its value of over 80 dB for the uncor-
rected ADC output has been achieved.

REFERENCES

[1] P. D. Capofreddi and B. A. Wooley, “The use of linear models for the
efficient and accurate testing of A/D converters,” in Proc. Int. Test Conf.,
Oct. 21–25, 1995, pp. 54–60.

[2] , “The use of linear models in A/D converter testing,” IEEE Trans.
Circuits Syst. I, vol. 44, pp. 1105–1113, Dec. 1997.

[3] , “The efficiency of methods for measuring A/D converter lin-
earity,” IEEE Trans. Instrum. Meas., vol. 48, pp. 763–769, June 1999.

[4] Z. Gu and W. M. Sneigrove, “Analysis and design of adaptive
self-trimming technique for A/D converters,” in Proc. ISCAS’94, vol.
5, May–June 30–2, pp. 457–460.

[5] F. Azais, S. Bernard, Y. Betrand, and M. Renovell, “Toward an ADC
BIST scheme using the histogram test technique,” in Proc. IEEE Eur.
Test Workshop, 2000, pp. 53–58.

[6] J. Doernberg, H. S. Lee, and D. A. Hodges, “Full-speed testing of A/D
converters,” IEEE J. Solid State Circuits, vol. SC-19, pp. 820–827, Dec.
1984.

[7] V. Liberali, F. Maloberti, and M. Stramesi, “ADC characterization
using the code density test method with deterministic sampling,” in
Proc. IMSTW, May 15–18, 1996, pp. 113–118.

[8] U.-K. Moon and B.-S. Song, “Background digital calibration tech-
niques for pipelined ADC’s,” IEEE Trans. Circuits Syst. II, vol. 44, pp.
102–109, Feb. 1997.

[9] E. B. Blecker, T. M. McDonald, O. E. Erdogan, P. J. Hurst, and S. H.
Lewis, “Digital background calibration of an algorithmic analog-to-dig-
ital converter using a simplified queue,” IEEE J. Solid-State Circuits,
vol. 38, pp. 1059–1062, June 2003.

[10] J. Ming and S. H. Lewis, “An 8-bit 80-Msample/s pipelined analog-to-
digital converter with background calibration,” IEEE J. Solid-State Cir-
cuits, vol. 36, pp. 1489–1497, Oct. 2001.

[11] U. Gatti, G. Gazzoli, and F. Maloberti, “Improving the linearity in high-
speed analog-to digital converters,” in Proc. ISCAS, vol. 1, June 1998,
pp. 17–20.

[12] U. Eduri and F. Maloberti, “On-line digital correction of the harmonic
distortion in analog-to-digital converters,” in Proc. ICECS, vol. 2, Sept.
2001, pp. 837–840.

Udaykiran Eduri received the B.Tech. degree in
electrical engineering from the Indian Institute of
Technology, Madras, India, in 1999 and the M.Eng.
degree in electrical engineering from Texas A&M
University, College Station, in 2003. He is currently
working toward the Ph.D. degree in electrical
engineering at the University of Texas at Dallas.

He worked for Texas Instruments, Bangalore,
India, from May to July 1998 and then for Texas
Instruments, Dallas, from May to December 2001.
He has held various teaching and research assistant

positions since September 1999 at Texas A&M University and the University
of Texas at Dallas. His interests are in the fields of data converters and
analog/mixed-signal circuit theory and design.

Franco Maloberti (A’84–SM’87–F’96) received the
Laurea Degree in physics (summa cum laude) from
the University of Parma, Parma, Italy, in 1968 and the
Dr. Honoris Causa degree in electronics from the In-
stituto Nacional de Astrofisica, Optica y Electronica
(Inaoe), Puebla, Mexico, in 1996.

In 1993 he was a Visiting Professor at ETH-PEL,
Zurich, Switzerland. He was Professor of Microelec-
tronics and Head of the Micro Integrated Systems
Group, University of Pavia, Pavia, Italy, and the
TI/J.Kilby Analog Engineering Chair Professor at

Texas A&M University, College Station. He is currently the Distinguished
Microelectronic Chair Professor at University of Texas at Dallas and part-time
Professor at the University of Pavia. His professional expertise is in the
design, analysis, and characterization of integrated circuits and analog digital
applications, mainly in the areas of switched capacitor circuits, data converters,
interfaces for telecommunication and sensor systems, and CAD for analog
and mixed A-D design. He has written more than 250 published papers, three
books, and holds 15 patents.

Dr. Maloberti was a 1992 recipient of the XII Pedriali Prize for his technical
and scientific contributions to national industrial production. He was co-recip-
ient of the 1996 Institution of Electrical Engineers (U.K.) Fleming Premium for
the paper “CMOS triode transistor transconductor for high-frequency contin-
uous time filters.” He has been responsible at both technical and management
levels for many research programs including ten ESPRIT projects and has served
the European Commission as ESPRIT Projects’ Evaluator and Reviewer and as
a European Union expert in many European Initiatives. He served the Academy
of Finland on the assessment of electronic research in Academic institutions and
on the research programs’ evaluations. He was Vice-President, Region 8, of the
IEEE Circuit and Systems (CAS) Society from 1995 to 1997 and an Associate
Editor of the IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS II. He received
the 1999 IEEE CAS Society Meritorious Service Award, the 2000 CAS Society
Golden Jubilee Medal, and the IEEE Millennium Medal. He is the President of
the IEEE Sensor Council and a member of the Board of Governors of the IEEE
CAS Society. He is a member of the Italian Electrotechnical and Electronic So-
ciety (AEI) and the Editorial Board of Analog Integrated Circuits and Signal
Processing.


